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Partial AUC Optimization
• Existing techniques: ASVM,  pAUCBoost, Several 

heuristic methods.
• Many existing approaches heuristic in nature or 

handle special cases of the problem. 

Our Contribution
A new support vector method for optimizing the 
general partial AUC.

Based on Joachims’ Structural SVM approach for full AUC 
optimization, but leads to a trickier inner combinatorial 
optimization problem.

Abstract
The area under the ROC curve (AUC) is a widely used
performance measure in machine learning. However,
in several applications, performance is measured not in
terms of the full AUC, but instead in terms of the partial
AUC between two specified false positive rates. In this
paper, we develop a structural SVM framework for
directly optimizing the partial AUC between any two
false positive rates. Our approach makes use of a
cutting plane solver along the lines of the approach for
optimizing the full AUC developed by Joachims (2005).
One of our key contributions is an efficient algorithm
for solving the combinatorial optimization problem
needed to find the most violated constraint in the
cutting plane solver. We demonstrate the effectiveness
of our approach on a variety of real-world tasks.
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KDD Cup 08 - Breast Cancer Detection
~600 malignant ROIs / ~105 benign ROIs

Drug Discovery
50 active compounds / 2092 inactive compounds

Protein-Protein Interaction Prediction
~3x103 interacting pairs / ~2x105 non-interacting pairs
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