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Application to Popular Performance Measures 

Monotonic Measures & Continuous Distributions 
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Uniform  convergence  generalization  bound  for  

Synthetic data 

— Gaussian class conditionals, equal covariance, p = 0.1 

— Optimal classifier is linear 
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Are Popular Methods Statistically Consistent? 

Are  popular  classif ication  methods  statistical ly  consistent  for  non-decomposable  measures,  i.e.,  
converge  in  the  limit  of  inf inite  training data  to  the  optimal  classif ier  for  the  measures? 
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Our Work:  Statistical consistency  of the plug-in method for  
a general non-decomposable  performance measure 

Statistical Consistency 

Distribution  ‘D’ over instances and labels 

Previous Work 

Classification error: Well understood! Results crucially make use of 
decomposability of performance measure (E.g. Clemencon et al., 2008).  

F-measure: Existing results assume an idealized setting where the true 
class probability is available to a learning algorithm (Ye et al., 2012) . 

General non-decomposable performance measure? 

Main Result 

Quick Observation 

Optimal classifier need not be of a thresholded form! 

Example distribution over 3 instances 
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